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Abstract 

Training Artificial Neural Networks takes a long time to converge and achieve 

acceptable accuracy. The proposed method alternates between two modes: fast-

forward mode and normal mode. The fast-forward mode iterates faster than 

normal mode by using a smaller number of samples in each mini-batch. Cycling 

between those two modes in an adaptive way is driven by accuracy change, by 

selectively using faster mode as long as it gives good results. Otherwise, it falls back 

to normal mode. This way training becomes feasible even on commodity CPUs. Our 

approach was tested on commodity CPU on Pets-37 dataset obtaining an accuracy 

of 91% in less than an hour and on the Birds-200 dataset obtaining an accuracy of 

72% in less two and a half hours. 


